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Executive Summary
An important air quality policy goal is effective prioritization of emission reductions. There are many sources of PM emissions throughout California, and policy makers are tasked with choosing which sources to control and by how much. Because the most important reason for regulating urban air pollution is to improve public health, exposure impact is a logical basis for prioritizing emission reductions.

Intake fraction, a metric that summarizes the emission-to-inhalation relationship, may be useful in policy decisions because it facilitates comparisons among sources in terms of their exposure potential. For a given emission source and pollutant, intake fraction is the cumulative mass inhaled by the exposed population divided by the cumulative emissions. One way to estimate the environmental health impact of a pollution source or source class is as the product of three terms: emission rate (mass per time), intake fraction (mass inhaled per mass emitted), and toxicity (health impact per mass inhaled). In the ideal situation, one would know all three terms for all major emission sources. However, as this report highlights, one can make effective prioritization decisions without complete information. For example, if two sources are identical except the intake fraction is twice as high for source “A” as for source “B”, then the health benefit per mass emission reduction is expected to be twice as large for “A” as for “B”.

Typical intake fraction values for outdoor, urban releases in California are on the order of 1 – 100 per million. These values can be estimated from models or measurements. This report illustrates the use of a simple model, the one-compartment box model, to estimate intake fraction values and compare values among sources. This model is easy to use and reasonably accurate for comparing sources.  Several examples are included of how one might compare intake fraction values for two sources and then use this information to prioritize emission reductions. For example, because population density is higher in urban areas than in rural areas, intake fraction values can be more than an order of magnitude higher in urban areas than in rural areas. Thus, the health benefits attributable to a given emission reduction are expected to be greater if that emission reduction occurs in an urban area than if it occurs in a rural area. As another example, because people are, on average, in closer proximity to on-road emissions than to other ambient sources, emission reductions targeted at on-road emissions will have a greater health impact per mass emission reduction than reductions targeted at other ambient sources. As a third example, “self-pollution” on school buses, where a small fraction of emissions intrude into the vehicle,  can increase intake fraction by a factor of two or more. 

Intake fraction can be used in cost effectiveness analyses to compare emission reduction options in terms of the cost per gram inhaled rather than the cost per gram emitted, thus more directly linking control costs to actual health benefits. Intake fraction may also be useful when considering environmental justice concerns related to the distribution of exposure concentrations among different populations of people.
1. Introduction

The effectiveness of PM source reduction measures may be evaluated in terms of changes in emissions rates, using measures such as tons per year. Indirectly, the effects of such reductions may be observed through changes in ambient air concentrations as measured at ambient monitoring stations. Regulators frequently assume that decreases in ambient air concentrations cause commensurate decreases in human exposure. However, this is not necessarily the case, because personal exposures can vary substantially from what ambient air monitors indicate. For example, measured ambient benzene concentrations decreased in the SoCAB from 1989 to 1997 by a factor of four, from 4 to 1 ppb, while actual average exposures were calculated to have decreased by only a factor of three, from 6 to 2 ppb (Fruin et al., 2001). Furthermore, only about half of the exposure reductions were ascribed to reductions in ambient air concentrations. Other contributions came from reduced exposure to second-hand tobacco smoke and from decreased benzene concentrations in cars and garages, improvements that would not be detected at ambient monitoring stations.

This document presents ideas about how to prioritize emission reductions based on their effectiveness in reducing exposures. These include considering the location of the emissions source, the surrounding population densities, and the factors affecting dilution of the emissions.

2. Background
An important air quality policy goal is effective prioritization of emission reductions. There are many sources of PM emissions throughout California, and policy makers are tasked with choosing which sources to control and by how much. Because the most important reason for regulating urban air pollution is to protect public health, environmental health impact is a logical basis for prioritizing emission reductions. 
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One way to estimate the environmental health impact of a pollution source or source class is as the product of three terms: emission rate (mass per time), intake fraction (mass inhaled per mass emitted), and toxicity (health impact per mass inhaled). In the ideal situation, one would know all three terms for all major emission sources. However, as we describe below, one can make effective prioritization decisions without complete information. This report focuses on understanding and using the second term in this relationship (intake fraction).

3. What is intake fraction?

Intake fraction summarizes in a compact and transparent form the relationship between emissions and inhalation of these emissions. Intake fraction is useful in connecting emissions to effects because mass inhaled is a much better indicator of potential adverse health impacts than either mass emitted or airborne concentration.

More generally, the emission-to-effects relationship involves a series of causally related steps. As illustrated in Figure 1 (adapted from Smith, 1993), emissions are diluted, transported, and/or transformed to generate the pollutant concentrations that people breathe. Human encounters with concentrations constitute exposures, and inhalation of pollutants results in intake. Pollutant transfer into the body of an exposed individual leads to doses to organs and other physiological targets, which in turn can elevate the risk of adverse health effects. Intake fraction quantitatively summarizes an important portion of this chain of events by describing the emission-to-intake relationship as a single number. 
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Intake fraction can be determined through several different methods. Investigations that generate intake fraction results can range from simple to complex, and can depend on modeling or on experimental measurement.  However, even simple intake fraction calculations, when performed similarly across different sources, can produce reasonably accurate estimates of relative levels of inhalation exposure.

Intake fraction for a primary pollutant is the total mass inhaled from an emission source, divided by the total mass emitted from that source. The emission source evaluated in the denominator can be a single emitter, such as an industrial stack, or a broad source class, such as motor vehicles. When considering an entire population, the value of the numerator would be the cumulative mass inhaled by all exposed individuals. When considering a subpopulation or an individual, the value in the numerator would be the mass inhaled by that subpopulation or individual. Intake fraction depends primarily on three types of parameters: those that influence dilution, such as meteorology; those that reflect the proximity of people, such as population density; and those that reflect persistence of a pollutant in the atmosphere, such as particle size. Therefore, intake fraction tends to vary with location and over time. For example, if two emission sources emit the same mass of pollution, but one source is in a densely populated urban area while the other is in a rural area, the first source will have a higher associated intake fraction because there are more people in the vicinity of the emissions. On the other hand, during periods of rapid mixing and dispersion, such as sunny and windy days, intake fraction is smaller than during stagnant air conditions. 

One important attribute of intake fraction is that it can be applied to pollutant classes, rather than only to specific pollutants. That is, if two pollutants are emitted from the same source and have the same fate and transport characteristics, one would expect their intake fraction values to be the same, even if their chemical composition and mass emission rates are very different. For example, consider emissions from passenger vehicles in a specific urban environment. To the extent that PM2.5 from gasoline-powered motor vehicles behaves like a conserved (non-reacting) pollutant, then its intake fraction would be similar to the intake fraction of carbon monoxide from motor vehicles. As more studies of intake fraction are completed, a compendium of calculated intake fraction results can provide useful guidance to expected values for similarly- situated sources not yet assessed. 

4. Typical intake fraction values
Intake fraction values vary over several orders of magnitude. Three important factors affecting intake fraction are the size of the exposed population, proximity between the emission source and the exposed population, and the persistence of the pollutant in the air parcel. Typical values for some important release categories are known, as presented in Figure 2.

For outdoor releases in urban areas, intake fraction values are typically in the range 1 – 100 per million. An intake fraction of one per million means that for every million grams emitted, one gram is collectively inhaled. This intake fraction value also means that to reduce inhalation intake by one gram would require reducing emissions by one million grams. Intake fraction values are much higher for indoor releases than for outdoor releases because dilution and dispersion rates are lower indoors than outdoors. 
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5. Determining intake fraction

Models to calculate intake fraction range from simple, one-compartment representations of an urban area, to complex, three-dimensional urban airshed models. Measurements include tracer gas experiments as well as utilization of “tracers-of-opportunity” (i.e., chemical compounds that act as a “fingerprint” for an emission source). 

The following factors are likely to be important when estimating intake fraction for PM sources in California:

· population density and the size and location of the exposed population; 

· meteorological conditions controlling air dispersion, such as wind speed and mixing height, and stack height; 

· pollutant persistence, which depends on the rate of removal mechanisms such as deposition; and,

· the presence of simultaneous indoor releases, if any.

6. Estimating intake fraction using a one-compartment model

In this section we use a one-compartment box model to explore the dependence of intake fraction in an urban air basin on key parameters. The one-compartment model offers a straightforward method to estimate intake fraction for urban PM. While more sophisticated models, such as urban airshed models or Gaussian plume models, are expected to yield more precise intake-fraction estimates, the one-box model is useful because it produces reasonable quantitative estimates and also provides insight about how specific parameters influence intake fraction.
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The one-compartment model assumes that air above an urban area is well mixed. As illustrated in Figure 3, clean air enters the box on one side, and polluted air exits on the other side. We make two assumptions to simplify the analysis: (1) the system is at steady state, and (2) the urban land area can be represented as square. The parameters needed to describe this idealization are land area (A, units: m2), atmospheric mixing height (H, units: m), wind speed (u, units: m d-1), and population (P, units: person). To determine intake fraction, we will also need information on population-average volumetric breathing rate (Q, units: m3 d-1 person-1).

We consider next two types of primary ambient particulate matter: PM2.5 and PM10. We will assume that PM2.5 is reasonably described as a conserved pollutant, and that PM10 undergoes first-order loss owing to deposition. While neither assumption is strictly valid, both are reasonable for deriving estimates of urban intake fraction.
6.1. Application of the one-compartment model: PM2.5 as a primary, conserved pollutant 

The intake fraction for a conserved pollutant in a well-mixed box is described by the following equation:
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The numerator represents the rate at which air is breathed by the total exposed population, and the denominator represents the rate of air flow out of the basin. The parameters in this equation can be divided into three groups: breathing rate (Q, units: m3 person-1 d-1), a term called the “normalized dilution rate” (uH, units: m2 d-1), and an effective “linear population density” (P A-0.5, units: person m-1). Intake fraction is proportional to the breathing rate and to the linear population density, and inversely proportional to the normalized dilution rate. We next consider typical values for each of these three terms, and then generate quantitative estimates of intake fraction using the one-compartment intake fraction equation given above. 

Estimates of population-average breathing rate vary in the literature. Commonly-used values (units: m3 person-1 d-1) are 12 (Layton, 1993; US EPA, 1997), 15 (Marty et al., 2002), and 17 (OEHHA, 1996). In this work, we use the recent estimate by Marty et al. (2002) of 15 m3 
person-1 d-1, understanding that the uncertainty associated with this choice is of the order of 20%. It is straightforward to scale intake fraction values up or down to incorporate a change in the average breathing rate.

Normalized dilution rate, which is a characteristic of the local meteorology, varies among cities and over time. For example, dilution rates are typically lower in winter than in summer and at night than during the day. Intake fraction, therefore, tends to be higher in winter than in summer and at night than during the day. Our research group has conducted an analysis of data from 75 meteorological stations around the United States (Marshall et al., 2004). The median normalized dilution rate among cities (units: m2 d-1) was 41 ( 106, with an inter-quartile range of (28-54) ( 106. These values represent annual averages. Intake fractions are typically 40 – 200% higher in summer than in winter, owing to changes in the normalized dilution rate. 

Linear population density is a characteristic of a metropolitan area’s size and layout. Because linear population density is equal to P A-0.5 but population density is equal to P A-1, linear population density tends to increase as the population of an urban area increases, even if the population growth occurs at constant population density. As a result, intake fraction tends to increase as the size of the urban area increases. The median (population-weighted) linear population density for the 379 urban areas in the US with population greater than 50,000 is ~ 40 person m-1 (US DOT, 2003). This analysis is based on US Census data for specific urban areas, called Metropolitan Statistical Areas (MSAs). Focusing on California, linear population density varies among MSAs by more than an order of magnitude. Table 1 (below) indicates these values are in the approximate range 7 – 160 person m-1. 

Because intake fraction is proportional to linear population density, intake fractions are expected to be higher in larger cities, such as Sacramento and Los Angeles, than in smaller cities, such as Chico. The intake fraction values in Table 1 range from approximately 3 to 60 per million. These values are based on the one-compartment model, and incorporate a breathing rate of 15 m3 person-1 d-1 and a national average normalized dilution rate of 41.5 million m2 d-1.

The one-compartment model yields values that are consistent with previous intake fraction research for well-distributed, ground-level emissions of conserved pollutants in urban areas. For example, the best-estimate intake fraction for primary motor vehicle emissions in the South Coast Air Basin is 47 per million (Marshall et al., 2003). We estimate that the box model intake
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fraction estimates are accurate to within a factor of 2-3, as indicated by a comparison with values reported using more sophisticated methods. When the box model is used to determine the ratio of intake fraction values for two similar sources, the relative accuracy may be better than the absolute accuracy of the intake fraction values considered separately: by taking the ratio of two intake fraction values, some of the relative errors present in both estimates may cancel.

6.2. Application of the box model: PM10 as a primary pollutant with first-order decay
The box model equation, modified to account for first-order decay, is
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   where vd is the deposition velocity. The two terms in the denominator, uHA0.5 and Avd, account for removal of the pollutant via advection and deposition, respectively. The rationale for treating PM10 as a species with first-order decay is discussed in Appendix A. 

Deposition velocity, vd, can vary over a wide range, depending on particle size, airflow conditions, and land surface roughness. Typical values for deposition velocity (units: cm s-1) are 0.03 for PM2.5, 0.3 for PM10, and 3 for coarse PM (PM10-2.5) (Seinfeld and Pandis, 1998). The impact on intake fraction of particle deposition depends on meteorology and land area. For a particle with a deposition velocity of 0.03 cm s-1, depositional loss reduces the intake fraction by 0.6% for Chico, and by 5% for Los Angeles as compared to a conserved pollutant. For particles with a deposition velocity of 0.3 and 3 cm s-1, deposition reduces the intake fraction by 5% and 40%, respectively, for Chico, and by 30% and 80% for Los Angeles. Thus, deposition may be important as a removal mechanism for coarse particles, especially when considering a large air basin.

7. The use of intake fraction in policy decisions

This section highlights several ways that intake fraction could be used to assist in making air pollution policy decisions. The way that one might use intake fraction in such decisions depends in part on the availability of information. We describe below (Section 7.1) how intake fraction can provide useful information in a policy decision, depending on what information is available. In the following section (7.2) we provide specific examples of the use of intake fraction to prioritize emission reductions.


7.1.  How intake fraction can be used depends on available information 
The health impact attributable to an emission source can be expressed as the product of emissions, intake fraction, and toxicity. However, there are many situations in which one can use intake fraction to assist in setting priorities for emission control without full information about emissions and toxicity. For example, each of the next four paragraphs presents a situation wherein different pieces of information are available. In each case, we assume that there are two emission sources, and that the policy question at hand is to prioritize between these two sources as the target of emission reductions. (We further assume that the pollutant source of concern exhibits a linear, no-threshold dose-response relationship. The use of intake fraction when considering pollutants with threshold or non-linear dose-response relationships is discussed in Appendix A.)

1. When all three terms – emissions, intake fraction, and toxicity – are known, one can estimate the overall health impact from the two sources. The source with the higher health impact would be identified as a higher priority for control. If information about the costs of control technologies is also known, then one could prioritize emission reductions based on a cost-effectiveness analysis. In this case, one would seek to maximize the reduction in adverse health effects per unit cost (Smith, 1995; Smith and Edgerton, 1989).

2. When only emissions and intake fractions are known, one could prioritization emission source reductions based on total emissions, but using the intake fraction values as multipliers. For example, if the intake fraction is two times greater for emission source A than for emission source B, an emission reduction of 1 kg from A could be given the same policy “priority” as an emission reduction of 2 kg from B. In application to particulate matter, this approach implicitly assumes that — in the absence of information to the contrary — all particulate matter should be treated as equally toxic, regardless of its source. Under this assumption, inhalation intake becomes a suitable proxy for adverse effect.

3. When only intake fractions and control costs are known, one can carry out certain cost-effectiveness analyses. For example, if control costs per kg emitted are the same for emission sources A and B, but the intake fraction is larger for A, then the control cost per kg inhaled is less for A than for B.

4. Finally, when only intake fractions are known, one can compare sources that are similar. For example, comparing natural-gas power plants in different locations, one could prioritize for control of the emissions location with the higher intake fraction.

In prioritizing among the thousands of PM emission sources around the state, it may be useful to group sources into broad classes, such as stationary versus mobile, urban versus rural, or — for motor vehicles — diesel-powered versus gasoline-powered. The adverse impact for each source class could be estimated as the product of the total mass emissions times an emission-weighted estimate of intake fraction. Information on toxicity can be incorporated into this approach independently, to the extent that it is available. 

7.2. Examples of using intake fraction to prioritize among emission sources

7.2.a. Urban versus rural emissions

Intake fraction depends in part on the proximity between an emission source and the population. All else being equal, urban emissions have a higher intake fraction than rural emissions because of the closer proximity of urban sources to large numbers of people. The intake fraction difference between urban and rural areas can be greater than an order of magnitude, indicating that the location of emissions can significantly influence the health impact of those emissions. For example, based on the box model results in Table 1, the intake fraction is expected to be ~ 5 times larger in a moderate-sized city such as Sacramento than in a small city such as Chico, owing to differences the population and size of the urban area. The difference in intake fraction between Sacramento and a rural area could be even greater than a factor of 5. 

When comparing two emission sources, a full analysis of intake fraction and health impacts would require air dispersion modeling and geographic information about where people live. The one-compartment model approach suggests that an estimate of the difference in intake fraction between two situations can sometimes be made based on the difference in linear population density. Thus linear population density could be used in a first-level analysis to “weight” emissions. To illustrate, because of differences in linear population density, reducing emissions by a certain mass amount per year is expected to yield about 5 times the cumulative health benefit if it occurs in Sacramento than if it occurs in Chico. 

7.2.b. Time-of-day and time-of-year 

Meteorology varies diurnally and seasonally. Low wind speeds and low mixing heights tend to increase the intake fraction for ground-level emissions, as compared with high wind speeds and high mixing heights. For example, using Gaussian plume dispersion modeling, Lai et al. (2000) found that atmospheric stability class can affect short-term intake fraction by as much as an order of magnitude. Wind speed and direction can influence intake fraction by a similar amount.

Meteorological patterns also affect long-term average intake fraction values. For example, Marshall et al. (1998) estimated that the intake fraction for motor vehicles in the South Coast Air Basin is about 2 times higher in winter than in summer. The explanation for this trend is that mixing heights tend to be higher in summer than in winter (Marshall et al., 2004). This same seasonal trend has been observed to be common in cities throughout the United States (Marshall et al., 2004). Diurnal meteorological patterns, with lower mixing heights during the night than during the day, suggest that intake fractions are higher at night and in the early morning than during the day.

Household wood stove smoke is an example of a PM emission source for which time patterns in emissions are likely to be important when estimating intake fraction. Because stoves operate more at night than during the day, and in winter rather than during summer, their intake fraction is higher than would be the case for PM sources that do not exhibit diurnal or seasonal emission variations. 

7.2.c. Stack height

Just as the geographic location in the horizontal plane of an emission source influences those emission’s proximity to people and, thus, the intake fraction, so too does stack height. Tall stacks loft pollution high into the air, often reducing the intake fraction because of the significant dilution that occurs by the time the plume reaches the ground. Evans et al. (2002) calculated intake fractions for emissions from 40 power plants in the US, and found that stack height can make an order of magnitude difference in intake fraction. Lai et al. (2000), using a Gaussian plume model to analyze hypothetical stack emissions, reported similar results. Heath (2004) has computed intake fraction values for 37 power plants in California (representing 32% of California’s installed electricity generating capacity), and has compared these values to the hypothetical intake fraction if these power plants were to have a near-ground (5 meter) release height. These results also indicate that stack height can make an order of magnitude difference in intake fraction, with tall stacks having smaller intake fraction values. For example, the intake fraction for the Alamitos power plant in Los Angeles is 4.9 per million. If the stack height were reduced from ~ 60 m to 5 m, the intake fraction is estimated to increase by a factor of 10, to 48 per million (Heath, 2004).

7.2.d. On-road sources

People in urban areas typically spend some time in or near vehicles each day. PM concentrations are several times higher, on average, in vehicles than in buildings for three reasons: (1) vehicles are an important source of PM emissions, (2) the in-vehicle environment is closer than the indoor environment to vehicle emissions, and (3) buildings offer more protection than vehicles against outdoor PM. These near-source (in-vehicle) exposures increase the intake fraction associated with on-road emissions.

For example, focusing on urban diesel PM emissions, one can use published data to estimate the typical intake fraction differences between on-road sources and other sources. Recent measurements for diesel suggest a factor of 4 – 14 difference between in-vehicle and nearby ambient concentrations (Fruin et al., 2004). The result is that the ~ 6% of time (80 minutes per day) spent in vehicles (Klepeis et al., 2001) would contribute ~ 25 – 54% of total exposure to diesel PM, rather than 6% (Appendix B, line 5d).  These figures match the percentages of 28 – 55% in the more detailed analysis by Fruin et al. (2004).  If it is assumed that 25% of diesel PM emissions are from on-road sources (CARB, 2000) , then on-road sources contribute ~ 39 – 63% (rather than 25%) to total diesel PM exposure (Appendix B, line 6c). On average, on-road sources are estimated to contribute between 1.9 and 5.1 times more diesel PM inhalation per unit emissions than other sources (Appendix B, line 8). Thus, from an exposure standpoint, on-road diesel particle emissions should be given a “weighting” of ~ 1.9 – 5.1 relative to other sources. The width of this range reflects uncertainty in diesel PM concentrations in vehicles and in the ambient environment. As a comparison, Appendix B presents similar calculations for benzene, a pollutant for which in-vehicle and ambient concentrations are more certain, and for which the corresponding intake “weighting” for on-road sources is estimated to be ~ 1.3. 


7.2.e. Self-pollution

Combustion sources often possess an exhaust system to deliver emissions to ambient air. The exhaust manifold of a car conducts effluents from the engine to the tailpipe; wood stoves emit their effluents through a chimney that runs from the fireplace to the rooftop. Generally, exhaust systems work well but not perfectly, and a small fraction of emissions enter the indoor or in-vehicle environment. Such leaks lead to a condition known as “self-pollution”.

Intake fractions for pollutants that enter occupied buildings or vehicles are much higher than intake fractions for outdoor air emissions. For example, consider a box-model applied to a single household. Assuming four people in the household, a building volume of 400 m3 (e.g., a 1,800-sq-ft house with 8-ft ceilings), and an air residence time of 1 hour (governed by the air-exchange rate), the intake fraction for an indoor release of a conserved pollutant is 0.5% (about 5,000 per million). This value is about 100 times greater than the intake fraction estimated for the Los Angeles Metropolitan Area using the one-compartment model (60 per million) and more than 1000 times greater than the similar estimated for Chico (4 per million). Intake fractions for pollutant releases into moving vehicles are comparable to those for residences. Because intake fractions are so much larger for indoor and in-vehicle releases than for outdoor releases, even a small amount of self-pollution can significantly increase the intake fraction associated with sources like motor vehicle exhaust and residential wood combustion. 

School buses are a good example of the high impacts possible from self-pollution. Tracer-gas experiments indicate that self-pollution intake fraction is significant for school buses in California, to a degree that depends on the age of the bus. The self-pollution intake fraction reported by Marshall and Behrentz (2004) was 70 per million for the oldest bus investigated (model year: 1975), and averaged 20 per million for the remaining five buses (model years between 1985 and 2002). These values indicate that the cumulative mass of pollution inhaled by the roughly 40 students on a bus is similar to the cumulative mass of pollution inhaled by all of the other exposed individuals in the South Coast Air Basin. Making the reasonable assumption that the self-pollution intake fraction does not depend on the size of an urban area, for buses operating in a small city such as Chico, the majority of the inhalation intake of emissions from a school bus might well be experienced by the individuals riding that bus. Self-pollution offers the potential to be a “low-hanging fruit” for realizing exposure reduction benefits. Addressing bus self-pollution could markedly reduce the inhalation intake of diesel PM, even before bus emission reductions are achieved.

7.2.f. Coarse particles versus accumulation mode particles

Accumulation mode particles are more persistent than coarse mode particles. Coarse mode particles deposit onto stationary surfaces as a result of gravitational settling and inertial impaction, which reduces their characteristic residence time in air. As a result, all else being equal, the intake fraction is greater for accumulation mode particles than for coarse particles. The fraction of PM that is in the coarse mode is likely to be higher for physically generated PM (e.g., wind-blown soil and dust from car tires and brakes) than for combustion-generated PM (e.g., vehicle emissions, power plant emissions). 

7.2.g. Primary versus secondary PM

Evans et al. (2002), studying conditions throughout the US, found that intake fraction values for power plants and urban and rural vehicle emissions were between one and two orders of magnitude less for secondary PM than for primary PM. This large difference is a result of two factors: (1) the greater time required for secondary PM to form and the resulting greater dilution that occurs between emissions and exposure, and (2) a significant mass fraction of precursor emissions do not actually form secondary PM because of chemical equilibrium and kinetic constraints. The difference in intake fraction between primary PM and secondary PM varies significantly among locations because of differences in dilution rates, population proximity, and particle formation rates (Evans et al., 2002). If the broad findings in Evans et al. (2002) were applicable to emissions in California, it would suggest that reducing PM inhalation intake by a specific amount would require much greater emission reductions if policies target precursor emissions that form secondary PM, rather than targeting primary emissions. The application of intake fraction to secondary PM is discussed further in Appendix A. Table 2 (below) summarizes the examples presented in Section 7.2.
Table 2
	Comparison
	Key difference(s)
	Typical difference in intake fraction values*

	Urban versus 
rural emissions
	Population density; proximity between 
emissions and people
	IF is an order of magnitude larger for a large city than for a small city, and an order of magnitude larger for a small city than for a rural area

	Summer versus winter; night versus day
	Dilution rate; atmospheric stability
	IF is up to an order of magnitude larger for stable than for unstable atmospheric conditions. IF is ~ 2 times higher in winter than summer for the South Coast Air Basin.

	Stack height
	Proximity between people and emissions; dilution reduces exposures
	IF is up to an order of magnitude less for a tall stack than for a short stack or no stack.

	On-road versus off-road
	Proximity between people and emissions
	Urban IF is approximately 1.3 – 5 times as large on-road as off-road. Difference in rural IF is unknown.

	Self-pollution
	Reduced dilution rate 
inside a vehicle or a building.
	The rate of self-pollution is unknown for many sources. Potentially, self-pollution can increase IF by more than an order of magnitude. For school buses in urban areas, self-pollution is expected to increase intake fraction by a factor of 2 – 10. 

	Coarse versus 
fine particles
	Atmospheric persistence
	IF is larger for fine particles than for coarse particles. The difference is up to a factor of 5, for large urban areas.

	Primary versus secondary
	Proximity between emissions and people; multiple chemical fates 
for species that are precursors to secondary PM
	For conditions in California, impact is unknown. Based on work outside CA, may be one or two orders of magnitude difference, with IF larger for primary PM than secondary PM.


 * Except for the row labeled “stack height”, this table focuses on ground-level releases of conserved pollutants. We use here the abbreviation IF for intake fraction.

8. Using intake fraction when considering environmental justice concerns

Understanding and addressing distributional issues related to air pollution exposure is an important aspect of air quality management. Air pollution control policies need not only to reduce the total health impact of emissions, but also to ensure that the distribution of burden among the population is not unfair or unjust. Throughout most of this document, intake fraction has been based on the total population intake. However, intake fraction can be divided by population subgroup, even down to the level of an individual. So, for example, if the population is divided into a set of groups, the total population intake fraction can be considered as the sum of the partial intake fractions associated with each group. One indicator of environmental justice would be the degree to which partial intake fractions per capita are consistent among different demographic indicators. For example, Heath et al. (2003) considered how intake fraction for an electricity generation station depends on the station’s location. They present, for specific locations in California, the percentage of the downwind population that is white versus non-white, and the percentage of total intake that occurs in the white and non-white populations. In 3 of the 5 cases studies, non-white populations are significantly more exposed than white populations. For example, for a hypothetical small-scale electricity generator (“distributed generation”) located in downtown Los Angeles, 32% of the exposed (i.e., downwind) population is non-white, but this population receives 69% of the total intake (Heath et al., 2003).

There are several attributes that can be used to divide the population into groups that could be relevant in considering air pollution exposure aspects of environmental justice, including ethnicity, gender, neighborhood, income, age, and health status. As information emerges about different degrees of susceptibility of demographic subgroups to air pollution exposure, intake fraction analyses can be conducted to highlight the levels of exposure that these subgroups encounter in relation to the other parts of the population. By doing so, additional control effort can be targeted at protecting those who are most vulnerable to air pollution. 
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Appendix A: Further discussion
This appendix discusses four issues, as they relate to PM intake fractions: background information, primary versus secondary PM; thresholds in the dose-response relationship; and representing PM10 loss as a first-order process.

Background information

The term “intake fraction” was first introduced in the literature in 2002 (Bennett et al., 2002). However, there is a much longer history of the idea of quantitatively relating pollutant emissions to inhalation intake, as reviewed by Evans et al. (2002). Smith and colleagues have explored the policy implications of intake fraction and related concepts (e.g., Smith, 1995; Smith, 2002; Smith and Edgerton, 1989). Although not yet large, the literature on intake fraction is diverse, addressing primary and secondary pollutants, inhalation and other intake pathways, and varied sources such as motor vehicles, power plants, and dry cleaners. An intake fraction bibliography is provided in Appendix C. 

Intake fraction should be understood as a parameter, not as a method. Like emissions and concentrations, it can be determined using several methods. Broadly, there are two approaches for quantifying the emission-to-intake relationship: models and measurements. During the past several decades, much work in air-quality engineering has developed and used these approaches to understand emission-to-airborne concentration relationships. The methods developed and the results obtained can also be used to inform the emission-to-intake relationship.

Primary versus secondary PM

Particulate matter (PM) includes both primary and secondary contributions. Primary PM refers to emissions that are in the form of particles at the source. Secondary PM is formed in the atmosphere from gaseous precursors. The meaning of an intake fraction value is unambiguous for primary pollutants. In contrast, since the chemical form of a secondary pollutant is different as inhaled than as emitted, the definition of intake fraction requires a more detailed specification. If one were interested, for example, in exposure to secondary particulate matter originating from nitrogen oxide emissions from combustion sources, then the intake fraction might usefully be defined as the mass of particulate oxidized nitrogen inhaled per unit mass of nitrogen in NOx emitted. Tracking a specific chemical element from source to receptor when specifying the intake fraction of a secondary pollutant can assist in preserving across different types of pollutants important characteristics of the source-receptor relationship that are central to the intake fraction metric.

Intake fraction values may be different for secondary PM than for primary PM. Because almost all secondary PM is in the fine mode, the intake fraction could be large because the particles are highly persistent. At the same time, however, secondary PM does not exhibit the same proximity effects that primary PM does, because secondary PM takes time to form from precursor emissions. In addition, the conversion from precursor emissions to secondary PM is incomplete, further reducing the intake fraction. For example, consider secondary ammonium nitrate particles. Nitric oxide (NO) emissions are oxidized in the atmosphere to nitrogen dioxide (NO2), and then to nitric acid (HNO3). If the nitric acid encounters ammonia (NH3), the two species can react to form particle-phase ammonium nitrate (NH4NO3). In general, only some portion of NO and NH3 emissions ultimately form PM, which reduces the intake fraction. The affect of the factors above on intake fraction will vary among areas and over time. Evans et al. (2002), studying conditions throughout the US, found that intake fraction values for power plants and urban and rural vehicle emissions were between one and two orders of magnitude less for secondary PM than for primary PM.

Thresholds in the dose-response relationship
In regulatory contexts, urban air toxics are typically assumed to have a linear dose-response relationship, but there may be cases in one wants to consider pollutants that exhibit threshold effects and/or non-linear dose-response relationships. For these pollutants, the intake fraction is still useful for understanding the relationship between emissions and inhalation intake. However, quantitatively estimating population health impact would require additional information. For example, for a pollutant with a linear dose-response relationship, but a threshold below which no health damage occurs, a modified intake fraction could be defined which incorporated the sum of intake above the threshold rather than total intake. Such potential applications of the intake fraction concept have not yet been substantially explored in the literature.

Representing PM10 loss as a first-order process

In Section 6.2, we represented PM10 as a primary pollutant exhibiting first-order loss. (“First-order” means that the rate of removal from an air parcel, in mass per volume per time, is proportional to the mass concentration.) We assumed that removal of PM10 from urban air occurs via deposition to fixed surfaces, caused by gravitational settling and inertial impaction. The deposition process is described by the following relationship: deposition rate per unit land area (g m-2 d-1) equals the PM10 mass concentration (g m-3) times an appropriate deposition velocity (vd, units: m d-1). Incorporating this equation into the mass-balance relationship for a well-mixed box yields the following expression for intake fraction:
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Treating PM2.5 as a conserved pollutant and PM10 as a species exhibiting first-order decay reflects an idealized representation of a more complex reality. In urban air, PM2.5 mass is typically dominated by the accumulation mode (particle diameters in the range 0.1-2 µm) for which the rate of removal by deposition is small compared to the rate of removal by advection. For PM10, there is typically a sizeable contribution from the coarse mode (2-10 µm diameter), for which deposition is a removal process that can significantly affect concentrations in urban air.

Appendix B: Calculations involving intake in motor vehicles
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Box model representation of an urban airshed, showing the wind speed (u), mixing height (H), and urban land area (A).
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Table 1


Metropolitan Statistical Area (MSA)�
Linear population density�
Intake Fraction�
�
 �
(people m-1)�
(per million)�
�
 Los Angeles-Long Beach-Santa Ana �
163�
59�
�
 San Francisco-Oakland �
74�
27�
�
 San Diego �
65�
23�
�
 San Jose �
54�
20�
�
 Sacramento �
48�
17�
�
 Riverside-San Bernardino �
44�
16�
�
 Fresno �
28�
10�
�
 Oxnard �
26�
      9.2�
�
 Bakersfield �
20�
      7.2�
�
 Santa Barbara �
16�
      5.9�
�
 Simi Valley �
14�
      4.9�
�
 Lodi �
14�
      4.9�
�
 Vacaville �
12�
      4.4�
�
 Chico �
11�
      3.9�
�
 Santa Cruz �
     9.8�
      3.6�
�
 San Luis Obispo �
      8.7�
      3.1�
�
 Redding �
      6.9�
      2.5�
�
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